Abstract- Solving recurrence equation (Res) is an important technique in the analysis of algorithms. Especially for the divide and conquer algorithms, establishing the recurrence equations, solving them as well as finding the order of complexity will be discussed.
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1. INTRODUCTION

Divide and Conquer method in general can be described as [1,2]

\[
\text{Divide-Conquer(S)} \begin{cases}
\text{if } ||S|| \text{ is small return DirectSolution(S)} \\
\text{Else} \\
\text{Decompose } S \text{ to smaller problems } S_1, S_2...S_p; \\
\text{For } i=1 \text{ to } p \\
\quad R_i=\text{Divide}\_\text{and}\_\text{Conquer} (S_i) \\
\text{Return } R=\text{Combine}(R_1,R_2,...R_p)
\end{cases}
\]

Then the complexity of the algorithm can be written as

\[
A(S) = \begin{cases}
c \text{ when } ||S|| \text{ small} \\
D(n) + \sum_{i=1}^{p} A(S_i) + C(n)
\end{cases}
\]

(1)

Where \( n=||S|| \) is the size of \( S \), \( D(n) \) and \( C(n) \) are time for decomposition \( S \) into smaller problems and time for combining subsolutions, respectively. Normally, these subproblems have the same size, let denote as \( n/b \) then (1) can be rewritten as

\[
A(n) = \begin{cases}
c \text{ when } n \text{ small} \\
pA\left(\frac{n}{b}\right) + g(n)
\end{cases}
\]

(2)

Here \( g(n)=D(n)+C(n) \).

2. LINEAR RECURRENCE (LIRE) EQUATION

Let \( \{a_n\} \) be a sequence of numbers. A linear recurrence (RE) for \( \{a_n\} \) has the form of

\[
\sum_{i=0}^{k} c_i a_{n-i} = r(n)
\]

(3)

If \( r(n)=0 \) then Eq. (3) is called homogenous and inhomogenous equation when \( r(n) \neq 0 \). If \( c_i(n) \) are constants then Eq. (1) is called a linear recurrence equation with constant coefficients (LIRE).

\[
\sum_{i=0}^{k} c_i a_{n-i} = r(n)
\]

(4)

In this paper, we emphasize with \( r(n) \) has the form of

\[
r(n) = \sum_{j=1}^{m} \left(\frac{b_j}{n}\right) P_j(n)
\]

(5)

Where \( P_j(n) \) are polynomial of degree \( d_i \) on \( n \).

Solving these inhomogenous linear recurrence equations with constant coefficients (ILIRE) using generating function [6] (GF) has been discussed in detail in [4,5]. The characteristic equation (CE) for ILIRE in Eq. (4) is

\[
\left( \sum_{i=0}^{k} c_i x^{k-i} \right) \prod_{j=1}^{m} (x-b_j)^{d_{i+1}} = 0
\]

(6)
Let \( a_n \) are roots of the CE with the multiplicities then the general solution (GS) for \( \{a_n\} \) is
\[
a_n = \sum_{i=1}^{m} \sum_{j=0}^{m-1} c_{i,j} n^i r_i^n
\]  
(7)

Coefficients \( c_{i,j} \) can be determined based on the initial values of \( a_i \)

3. SOME ILIRE EXAMPLES

3.1) Solving the following ILIRE

\[
a_n = \begin{cases} 
  n & n = 0,1 \\
  2a_{n-1} - a_{n-2} + 2^n n^2 & n \geq 2 \end{cases}
\]  
(8)

Move \( 2a_{n-1} - a_{n-2} \) to the LHS and find the CE for Eq. (8) as:
\[
(x^2 - 2x + 1)(x-2)^3 = 0
\]  
(9)

CE in Eq. (9) has two roots of 1 and 2 with the multiplicities of 2 and 3 respectively. Therefore GS for (8) is
\[
a_n = c_1 + c_2 n + c_3 2^n + c_4 n^2 + c_5 n^2 2^n
\]  

The order of \( a_n \) is \( O(n^2 2^n) \). We can find the exact solution by replacing \( n = 0,1,..,4 \) to find out all coefficients \( c_1...c_5 \). Another approach is replacing \( a_n, a_{n-1}, a_{n-2} \) to
\[
a_n - 2a_{n-1} + a_{n-2} = 2^n n^2
\]  

And balancing two sides we get \( c_5=4, c_4=-16, c_3=-32 \). Other two values \( c_1 \) and \( c_2 \) are obtained by using \( a_0 \) and \( a_1 \). The exact solution for (8) is
\[
a_n = -32 - 7n + 32x^2 n - 16n^2 + 4n^2 2^n
\]  

3.2) Compute Integral Polynomial

Assume we want to compute
\[
\sum_{i=0}^{n} P_k(i)
\]  
(10)

where \( P_k(i) \) is a polynomial of degree \( k \) on \( i \).

This summation is a polynomial \( Q \) of degree \( k+1 \) on \( n+1 \), the coefficients of \( Q \) can be obtained as [7]:
\[
Q_{k+1}(n+1) = \sum_{i=0}^{n} P_k(i)
\]  
(11)

Change \( n \) to \( n-1 \) we get
\[
Q_{k+1}(n) = \sum_{i=0}^{n-1} P_k(i)
\]  
(12)

Subtract (12) from (11), it gives
\[
Q_{k+1}(n+1) - Q_{k+1}(n) = P_k(n)
\]  
(13)

This equation can be used to obtain the coefficients for \( Q \).

- Example we want to compute
\[
\sum_{i=0}^{n} i^3 + 2i + 1
\]  
(14)

then \( Q_4(n) = a_4 n^4 + a_3 n^3 + a_2 n^2 + a_1 \),

and replace these coefficients to \( Q_4(n+1) \) and simplify we obtain
\[
\sum_{i=0}^{n} i^3 + 2i + 1 = \frac{(n+1)^2 (n^2 + 4)}{4}
\]

In order to use ILIRE to solve (10), denote \( f(n) \) as this summation then
\[
f(n)-f(n-1)=P_k(n)
\]  
(15)

here \( f(n), f(n-1) \) play roles as \( Q_{k+1}(n+1) \) and \( Q_k(n) \)

The CE for (15) is
\[
(x-1)(x-1)^{k+1}=0
\]  
(16)

Therefore the GS for \( f(n) \) is
\[
f(n)=\sum_{i=0}^{k+1} c_i n^i
\]  
(17)

**Theorem 1**: Summation of integral polynomial of degree \( k \) will be a polynomial of degree \( k+1 \)

- For the summation in (12) we have:
\[
f(n)-f(n-1)=n^3+2n+1
\]  
(18)

Then the CE of (18) is
\[
(x-1)(x-1)^4=0
\]  
(19)
Then the GS as \( f(n) = c_1 + c_2 n + c_3 n^2 + c_4 n^3 + c_5 n^4 \) and these coefficients can be obtained by the same methods given in sect. 3.1

### 3.3 Compute \( \sum_{i=0}^{n} (i^2 + 1)^3 \)

Let denote the above sum as \( f_n \) then the ILERE is obtained as

\[
f_n - f_{n-1} = (n^2 + 1)^3\]

and then the CE is \((x-1)(x-3) = 0\) and the GS is \( f_n = c_1 + c_2 n^3 + c_3 n^3 + c_4 n^4 + c_5 n^4 \) and we can use the same approach as in sect. 3.1 to find the result.

### 4. DC AND ILIRE

To find the order of the complexity in (2), we assume that \( g(n) = O(n^k) \). More simple we assume that \( g(n) = n^k \). Let \( n = b^p \) and \( s(p) = A(b^p) \) then Eq. (2) can be rewritten as

\[
s(p) = s(p-1) + b^k \]

Then CE for \( s(p) \) will be

\[
(x-1)(x-b^k) = 0
\]

Then the GS solution for \( s(p) \) will be

\[
s(p) = \begin{cases} 
  c_1 b^k & \text{if } l \neq b^k \\
  c_1 b^k + c_2 p b^k & \text{if } l = b^k 
\end{cases}
\]

And \( A(n) = s(\log_b(n)) \) is given as

\[
A(n) = \begin{cases} 
  c_1 b^k + c_2 n^k & \text{if } l \neq b^k \\
  c_1 n^k + c_2 n^k \log_b n & \text{if } l = b^k
\end{cases}
\]

If we just consider only the order of \( A(n) \), then

\[
A(n) = \begin{cases} 
  \Theta(n^k) & \text{if } l < b^k \\
  \Theta(n^k \log n) & \text{if } l > b^k \\
  \Theta(n^k) & \text{if } l = b^k
\end{cases}
\]

### 5. SOME EXAMPLES

#### 5.1 Find Median

In Fig. 1, assume that the array \( A \) has been decomposed into several groups of \( p = 5 \) elements, each group represents by one column, and the median of each group in the middle and assume that for each group the element above median are larger than median and the columns on the left of \( M^* \) have median less than \( M^* \). Then the shading part on the top right larger than \( M^* \) and the shading part on the bottom left less than \( M^* \) will be removed and the median of the remaining part is the median of \( A \).

![Fig. 1: Find Median.](image)

The general algorithm is given as:

\[
\text{Median}(A[1..n])
\]

If \( n \) small return SimpleMed(A)

Else

\[
\{ \text{Decompose } A \text{ into } p = n/b \text{ groups of } b \text{ elements, let denote as } B_1..B_p \}
\]

For \( i = 1 \) to \( p \)

\[
M[i] = \text{SimpleMed}(B_i)
\]

\[
M^* = \text{Median}(M); \text{ Put } M^* \text{ to } C
\]

For each group \( B_i \) that \( M[i] < M^* \) pick up elements larger than \( M[i] \) and put them to \( C \)

For each group \( B_i \) that \( M[i] > M^* \) pick up elements smaller than \( M[i] \) and put them to \( C \)

Return Median(C)

\}

Then the number of elements in \( C \) is

\[
\frac{n - b + 3}{2} \quad \text{and then the complexity for the median is}
\]

\[
A(n) = px \text{SimpleMed}(b) + A(n/b) + A(\|C\|) \quad (26)
\]
Here the first term obtained from finding medians for \( p \) groups, the second term is the median of medians, normally finding the median also arrange which elements are smaller median and which one are larger than median, the last term is the comparison need for finding median(\( C \)). The values of \( \text{simpleMed}(3)=3 \) and \( \text{SimpleMed}(5)=6 \) is obtained from [3]. Some typical values of \( b \) as

- \( b=3, \ p=n/3, \ \text{SimpleMed}(3)=3, \ \|C\|=\frac{n}{3} \)
- \( b=5, \ p=n/5, \ \text{SimpleMed}(5)=6, \ \|C\|=\frac{2n}{5}-1 \approx 0.4n \) and

\[
A_3(n)=2A_3(n/3)+n \quad (27)
\]

Apply Eq(19) to (21) we get \( A_3(n)=\theta(n) \)

\[
A_5(n)=A_5(n/5)+A_5(0.4n)+6n/5 \quad (28)
\]

Use constructive proof we get \( A_5(n)=3n \).

**Theorem 1**: Median of an array can be done in linear time.

Really, median of an array can be found by with the complexity

\[
A(n)=\frac{3}{2}(n-1) \text{ comparisons} \quad [3]
\]

### 5.2 Worst case Analysis of the Modified Quicksort

Quick sort get the worst case when the pivot element is too small or too large. In order to avoid the worst case the modified Quicksort algorithm use the median as pivot element.

\[
\text{Modified_Quicksort}(A[1..n])
\]

\{
if n small return Simplexsort(A)

Else {
\quad Med=\text{Median}(A);
\quad Pivot(A,Med,P\_loc)
\quad Modified_Quicksort(A[1..P\_loc-1])
\quad Modified_Quicksort(A[P\_loc+1..n])
\}
\}

\]

The median can be done in linear time, therefore the complexity of Modified_Quicksort can be written as

\[
A(n)=2A(n/2)+g(n) \quad (29)
\]

Where \( g(n)=O(n) \), therefore \( A(n)=\theta(n\log n) \).

**Theorem 2**: The worst case of Modified Quicksort is \( \theta(n\log n) \)

### 6. CONCLUSION

In design algorithm, DC plays an important role. Furthermore, DC methods lead to recursive algorithms, and then their complexity will be LIRE. Solving LIRE can be done by using generating function or characteristic equation. Solving the LIRE with non-constant coefficient will be considered in future.
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